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ABSTRACT 

Introduction: One of the major public health problems is anemia, especially affecting newborn and infant children, 

adolescent girls, young women, pregnant women, and postpartum women. The cause of anemia is the reduced supply 

of red blood cells in the human body or the damage or weakening of the structure of red blood cells. One of the 

preferences of utilizing machine learning is the prediction of results. 

Objective: The purpose of this study is to compare effective algorithms, related to the origin or source of the data 

set, data set size, metric evaluation and accuracy and produce predictors in predicting anemia using machine learning. 

Method: This research uses a scoping review method on 4 databases, namely Scopus, EBSCO, PubMed, and IEEE 

Xplore from 2019 - 2024 with keywords anemia, algorithms, machine learning, and prediction. The results of 

screening articles on the Scopus, EBSCO, PubMed, and IEEE Xplore databases obtained 384 articles which were 

then selected through several stages and obtained 9 articles. 

Result: The review found that the highest algorithm performance in anemia prediction, namely Penalized Regression 

(LASSO regression) accuracy above 64%, XGboost accuracy 100% and execution time 0.2404 seconds, Catboost 

accuracy 97.6%, Random Forest accuracy 95.49% and 72%, J48 algorithm accuracy of 97.7%, Logistic Regression 

accuracy 66% and AUC 69%, and SVM linear AUC 79.9%. 

Conclusion: Machine learning can assist in the development of anemia prediction models by exploring large amounts 

of data and producing precise and fast predictors. The predictors obtained are determined by the selection of 

algorithms in the study. 

 

 

Keywords: Anemia; Machine Learning; Algorithms; Prediction; Predictors 

 

 

 

 

 

 

 

 

 

 

ISSN 2597– 6052  

DOI: https://doi.org/10.56338/mppki.v7i11.6289  MPPKI  
Media Publikasi Promosi Kesehatan Indonesia  

The Indonesian Journal of Health Promotion 

Review Articles Open Access 

mailto:asrit.jessica@ui.ac.id
mailto:ricokurniawan@ui.ac.id
mailto:ricokurniawan@ui.ac.id
https://portal.issn.org/resource/ISSN/2597-6052
https://doi.org/10.56338/mppki.v7i11.6289
https://jurnal.unismuhpalu.ac.id/index.php/MPPKI/index


2615 
MPPKI (November, 2024) Vol. 7 No. 11 

Publisher: Fakultas Kesehatan Masyarakat, Universitas Muhammadiyah Palu                

INTRODUCTION  

One of the major public health problems is anemia, especially affecting newborn and infant children, 

adolescent girls, young women, pregnant women, and postpartum women (1). Globally, in 2021 the prevalence of 

anemia for all age groups is 24.3% (2). Meanwhile, the prevalence of anemia for all age groups in Indonesia in 2023 

was 16.2% (3). The impact of anemia can affect school performance related to decreased motor activity, social 

interaction, decreased work performance, decreased work productivity that impacts the finances of the individual, 

family, community and country, inhibits growth, delays puberty, impairs overall physical development, and affects 

the general quality of life. In addition, anemia affects adolescents mental health, increases the likelihood of having 

complications during childbirth, including premature birth, trouble concentrating, diminished physical execution, 

and increments the probability of having an underweight child (1),(4). 

The cause of anemia is the reduced supply of red blood cells in the human body or the damage or weakening 

of the structure of red blood cells (5). As a result, the capacity of oxygen circulated throughout the body decreases 

and the body will experience oxygen deficiency (6). Common and non-specific side effects of anemia include fatigue, 

dizziness, cold hands and feet, headache, and shortness of breath amid activities. In the meantime, indications of 

serious anemia incorporate pale mucous films (mouth, nose, etc.), quick breathing and pulse, pale skin and nails, 

dizziness when standing and bruising more easily (1). 

In previous studies, one of the benefits of using machine learning is the prediction of outcomes (7). Prediction 

of anemia status in the community can use machine learning algorithms and secondary data or survey data to produce 

prediction models and predictors. Some algorithms that can be used: XGBoost (XGB), Support Vector Machine 

(SVM), k-nearest neighbors (k-NN), Decision Tree (DT), Gradient Boosting (GB), Classification and Regression 

Trees (CART), Linear Discriminant Analysis (LDA), and Logistic Regression (LR) (8), (9). There are many benefits 

to using machine learning algorithms for prediction, such as design acknowledgment, flexibility, objectivity, non-

linearity taking care of, feature determination, and generalization (10). In addition, machine learning can assist in the 

development of anemic prediction models by exploring large amounts of data to discover trends, patterns and 

relationships not obtained through statistical methods (10), (11). Disease prediction analysis in healthcare can 

significantly reduce the burden on healthcare workers in terms of diagnosis and treatment of patients, thus bringing 

about great changes in the healthcare system (12).  

The purpose of this study is to compare effective algorithms, related to data set size, metric evaluation and 

generating predictors in predicting anemia using machine learning. The findings are expected to expand knowledge 

and can provide evidence in planning health programs related to prevention and intervention in vulnerable groups of 

anemia in the community. 

 

METHOD 

This research uses the scoping review method, which is to conduct a literature review by collecting, selecting, 

analyzing, summarizing research results from several previous articles or literature. The databases used were 

health/medical databases: MEDLINE (EBSCO and PubMed), technology databases (IEEE Xplore) and 

multidisciplinary databases (Scopus). The eligibility criteria use the PICO framework, consisting of Population, 

Intervention, Comparative, and Outcome. The population in this study, namely anemia, the intervention is machine 

learning algorithms, there is no comparative, and the results are prediction models and predictors. Articles taken from 

2019 - 2024 in English. The keywords used are anemia, algorithms, machine learning, and prediction. Articles in the 

form of SLR, LR were not taken in this study. 
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Figure 1. PRISMA Flow Diagram 

 

 

Searching the Scopus, EBSCO, PubMed, and IEEE Xplore databases using advanced search techniques. In the 

advanced search, keywords and boolean were entered, namely anemia OR anaemia AND algorithms AND machine 

learning OR deep learning AND prediction OR predictors OR predicting, 384 articles were obtained. After searching 

for articles in 4 databases, all selected articles were checked if there were the same articles and filtered according to 

the criteria using the Mendeley application, 318 articles were obtained. The articles that had been filtered were then 

examined based on the title and abstract, those that did not match the research topic were not taken, and 26 articles 

were obtained. Then the articles were checked for fulltext, but 4 articles were found to be inaccessible. Next, 22 

articles were examined. Only articles published in the past 5 years related to machine learning algorithm anemia 

prediction using secondary data or survey data were retrieved. As a result, 9 articles were found to be included in the 

review. 

 

RESULTS 

In the literature search in the Scopus, EBSCO, PubMed, and IEEE Xplore databases, 384 articles were obtained 

which were then selected through several stages and obtained 9 articles. The following table provides a summary of 

the articles that have been selected based on the established selection criteria.

Search results in the database: 

Scopus (n = 168) 

EBSCO (n = 69) 

PubMed (n = 61) 

IEEE Xplore (n = 86) 

 

N = 384 

Filter out duplicate articles 

(n = 66) 

Articles were obtained 

(n = 318) 

Articles not in line with the research 

topic based on the title and abstract 

are excluded (n = 292) 

Reports looked for retrieval 

(n = 26) 
Reports not retrieved 

(n = 4) 

Full text surveyed for 

qualification 

(n = 22) 

Reports excluded: 

Reason not relevant topic 
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Studies included in review 

(n = 9) 
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Table 1. Article Data Extraction 

Author, 

Year 
Title Subject 

Size of 

Dataset 
Predictors Algorithm 

Performanc

e 

(Evaluation 

Metrics) 

Findings 

Meitei A 

Jiran et al., 

2022 (11) 

Predicting 

child anaemia 

in the 

North‑Eastern 

states of 

India: a 

machine 

learning 

approach 

Children (6 – 

59 months) 

21,000 

children 

Mother’s 

education, 

social status, 

mother’s 

anaemic 

status, 

religion, age 

of the child, 

and mother’s 

age. 

Penalized 

Regression 

(Ridge, 

LASSO and 

elastic net) 

Cohen’s 

Kappa value, 

accuracy, 

precision 

(positive 

predictive 

value), 

specificity, 

negative 

predictive 

value, F1 

score and 

sensitivity. 

Penalized 

Regression 

(LASSO 

regression) 

has a higher 

performance, 

accuracy 

above 64% 

which shows 

the suitability 

for anemia 

prediction in 

children aged 

6 - 59 months. 

Shweta & 

Pande, 2023 

(13) 

Prediction of 

anemia using 

various 

ensemble 

learning and 

boosting 

techniques 

- 

16,721 

instance

s and 6 

columns 

Hemoglobin, 

MCHC, 

MCH, 

gender, and 

MCV. 

Artificial 

Neural 

Network 

(ANN), 

Logistic 

Regression 

(LR), Support 

Vector 

Machine 

(SVM), 

hybridizing 

two 

algorithms 

and ensemble 

machine 

learning 

algorithms 

(AdaBoost 

classifier and 

Xgb 

classifier), 

and Random 

Forest (RF). 

Accuracy, 

confusion 

matrix. 

XGboost 

works best 

with an ideal 

execution 

time, 

XGboost with 

100% 

accuracy and 

an execution 

time of 

0.2404 

seconds, 

indicating 

suitability for 

anemia 

prediction in 

certain 

demographics

. 

Dejene 

Belayneh 

Endalamaw 

et al., 2022 

(14) 

Predicting the 

level of 

anemia 

among 

Ethiopian 

pregnant 

women using 

homogeneous 

ensemble 

machine 

learning 

algorithm 

Pregnant 

women 

11,174 

instance

s with 

34 

features 

Respondent’s 

occupation, 

source of 

drinking 

water, 

duration of 

current 

pregnancy, 

history of 

contraceptive 

use, several 

household 

members and 

age in five 

years group. 

Catboost, 

Random 

Forest (RF), 

and extreme 

gradient 

boosting with 

class 

decompositio

n (one versus 

one and one 

versus rest) 

and without 

class 

decompositio

n, and 

Accuracy, 

precision, 

recall, F1 

score, cross 

validation, 

ROC. 

Catboost with 

course 

decompositio

n has way 

better 

execution 

with 97.6 % 

accuracy, 

which 

suggests the 

suitability for 

anemia 

prediction in 

pregnant 

women. 
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Decision Tree 

(DT). 

Maasthi 

Manasvi 

Jagadeesh 

et al., 2023 

(15) 

Decision – 

making 

support 

system for 

predicting and 

eliminating 

malnutrition 

and anemia 

Women and 

men 

1,799 

anemia 

datasets 

Age, gender, 

red blood 

cells (RBC), 

packed cell 

volume 

(PCV), mean 

corpuscular 

volume 

(MCH), mean 

corpuscular 

hemoglobin 

concentration 

(MCHC), red 

cell 

distribution 

width 

(RDW), total 

leukocyte 

count (TLC), 

plateleds 

(PLT), and 

hemoglobin 

(HGB). 

K-Nearest 

Neighbor (k-

NN), naïve 

Bayes 

classifier 

(NBC), 

Random 

Forest (RF), 

and Decision 

Tree (DT). 

Accuracy, 

sensitivity, 

specificity. 

Random 

Forest 

provides 

efficient 

results for 

predicting 

anemia with 

accuracy of 

95.49%, 

which shows 

the suitability 

for predicting 

anemia in 

men and 

women. 

Zemariam 

Alemu 

Birara et al., 

2024 (4) 

Employing 

supervised 

machine 

learning 

algorithms for 

classification 

and prediction 

of anemia 

among youth 

girls in 

Ethiopia 

Youth girls 

5,642 

weighte

d 

samples 

of 

young 

girls 

Not used 

contraceptive 

method, 

region, 

religion, poor 

wealth index, 

having more 

than 5 family 

size, 

unimproved 

toilet facility, 

no media 

exposure, no 

formal 

education, 

occupation, 

age, and rural 

residence. 

SVM, LR, 

GNB, XGB, 

LGB, RF, DT, 

KNN. 

Receiver 

operating 

characteristi

c (ROC) 

curve with 

metrics such 

as accuracy, 

sensitivity 

(recall), 

specificity, 

F1 score, and 

area under 

the curve 

(AUC), and 

confusion 

matrix. 

Random 

Forest 

classifier is 

the best for 

predicting 

anemia with 

an AUC value 

of 82% and an 

accuracy of 

72%, 

indicating that 

suitability for 

anemia 

prediction in 

youth girls. 

Göl 

Mehmet et., 

2024 (16) 

Predicting 

malnutrition ‐ 

based anemia 

in geriatric 

patients using 

machine 

learning 

methods 

Geriatric 

patients 

438 

patients 

Weight, 

alcohol use, 

body mass 

index, muscle 

mass, and 

parameters 

that reveal the 

loss of 

strength and 

movement 

due to aging, 

eating attitude 

test, 

swallowing 

function test, 

timed up and 

go test, 

instrumental 

living activity 

score, 

J48, DTNB, 

RF, BayesNet, 

Naïve Bayes, 

Decision 

Table, AVG. 

Precision, 

recall, F-

measure, 

ROC area, 

PRC area, 

and 

accuracy. 

Anemia can 

be predicted 

with high 

accuracy in 

geriatric 

patients 

without 

hemogram 

data using the 

Random 

Forest 

algorithm 

with an 

accuracy of 

85.39%. 

When 

hemogram 

data is 

involved, the 

J48 algorithm 
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walking 

speed and 

hand strength, 

height, 

smoking use, 

and calf 

circumferenc

e. 

is most 

successful 

with an 

accuracy of 

97.77%, 

indicates 

suitability for 

anemia 

prediction in 

geriatric 

patients. 

Tesfaye 

Solomon 

Hailemaria

m et al., 

2024 (17) 

Application 

of machine 

learning 

methods for 

predicting 

childhood 

anaemia: 

analysis of 

Ethiopian 

Demographic 

Health Survey 

of 2016 

Childhood (6 

– 59 months) 

8,482 

children 

Stunting, 

uneducated 

mother, child 

age category 

between six 

and 23 

months, 

unemployed 

mother, and 

poorest 

family. 

Logistic 

regression 

(LR), 

Recursive 

Feature 

Elimination 

(RFE) and 

logistic 

regression, 

random forest 

(RF), 

Recursive 

Feature 

Elimination 

(RFE) and 

random forest 

classifier, K-

nearest 

neighbours 

(KNN), and 

decision tree 

(DT), Linear 

support vector 

classifier 

(SVC), Lasso, 

chi-2. 

AUC, 

accuracy, 

positive 

predictive 

value, 

sensitivity, 

negative 

predictive 

value, 

performance 

time, and 

specificity. 

The logistic 

regression 

model is the 

best 

predictive 

model with an 

accuracy 

value of 66% 

and AUC of 

69%, 

indicating its 

suitability for 

predicting 

anemia in 

children aged 

6 - 59 months. 

Kassaw 

Abdulaziz 

Kebede et 

al., 2023 

(10) 

The 

application of 

machine 

learning 

approaches to 

determine the 

predictors of 

anemia 

among under 

five children 

in Ethiopia 

Under five 

children 

9,501 

children 

Mothers’ 

wealth index, 

number of 

children, 

mother’s 

educational 

status, health 

insurance 

coverage, 

receiving 

rotavirus 

vaccine, 

youngest 

child’s stool 

disposal, type 

of cooking 

fuel, 

residence, 

number of 

family 

members, 

and, distance 

to health 

facilities. 

Boruta 

Algorism 
- 

Machine 

learning 

algorithm was 

applied to 

determine the 

predictors of 

anemia 

among under 

five year’s 

age children 

in Ethiopia. 
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Pan Yunhui 

et al., 2023 

(18) 

Machine 

learning 

prediction of 

iron 

deficiency 

anemia in 

Chinese 

premenopaus

al women 12 

months after 

Sleeve 

Gastrectomy 

Chinese 

premenopaus

al women 12 

months after 

sleeve 

gastrectomy 

407 

patients 

Preoperative 

ferritin, age, 

hemoglobin, 

Cr, and FCP. 

Linear SVM 

ROC, AUC, 

calibration 

curve.  

The model 

appeared 

direct 

separation in 

both sets (area 

under curve 

0.858 and 

0.799, 

separately, p 

< 0.001). The 

calibration 

curve 

demonstrated 

worthy 

consistency 

between 

watched and 

anticipated 

comes about 

in both sets. 

This suggests 

that accurate 

prediction of 

anemia in 

Chinese 

premenopaus

al women 12 

months after 

sleeve 

gastrectomy. 

 

Machine learning algorithms have been used and are effective and efficient for predicting anemia in anemia-

prone groups in communities within Ethiopia, China, India, Turkey. The determination of the algorithm used and 

effective in predicting anemia varies in each study depending on data characteristics, scalability, interpretability, 

accuracy,  number of features, computational efficiency, expertise, problem type, noise/dependent tolerance for 

outliers, and biased variance tradeoffs (4). 

 

DISCUSSION 

One of the major public health problems is anemia, especially affecting newborn and infant children, 

adolescent girls, young women, pregnant women, and postpartum women (1). Globally, in 2021 the prevalence of 

anemia for all age groups is 24.3% (2). Indicators of malnutrition and poor health, namely anemia. Poor cognitive 

and motor development in children, premature birth, low birth weight babies, and decreased iron stores for infants 

lead to developmental disorders. In addition, anemia can affect adult work capacity and quality of life which can 

affect a country's economic development (19). Anemia is caused by a reduced amount of hemoglobin, a protein found 

in red blood cells, which carries oxygen throughout the body (13). Factors that can contribute to anemia include 

biological, socioeconomic, environmental, health and nutritional factors (20). In some cases, in addition to being 

caused by malnutrition and blood loss, anemia can be the result of chronic or congenital conditions such as genetic 

disorders, autoimmune and other diseases. While many cases of anemia are mild and easily treatable, there are some 

cases of anemia that are severe, chronic, and life-threatening (21). Therefore, risk prediction, early discovery, 

diagnosis and fitting treatment of anemia are required to decrease the impact on public health. 

Improvements in technology and science have made machine learning one of the most exciting technologies 

in healthcare. Machine learning innovations and breakthroughs using large data sets such as demographic data, 

healthcare reports (clinical laboratory reports, physical examinations, surgery records) in creating disease prediction 

models can save diagnostic time, money, and find methods that can reduce the impact of incurable diseases by 

predicting their root causes (12), (22), (23). Machine learning can assist in the development of anemic prediction 

models by exploring large amounts of data to find patterns and relationships that are not obtained through statistical 

methods (10). Research from (8), (24) and (25) claim that machine learning can better predict anemia than statistical 

methods.

Feature selection or algorithm type is the most important part of building a prediction model because including 

irrelevant features can complicate the process of learning from samples. In addition, feature selection can enable 
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better visualization and interpretation of the data (26). Evaluation metrics are used in this study to assess the 

performance of anemia prediction models. The choice of the leading assessment metric ought to be driven by context-

specific prerequisites, trade-offs between different assessment measurements, benchmarks and measures within the 

same field, demonstrate interpretability, issue sort, information characteristics, and the targets of the errand at hand 

(4). One of the evaluation metrics is the accuracy value. The accuracy value is the basis for evaluating the 

performance of a model (27). Accuracy is a measure that shows the level of similarity between the measurement 

results and the actual value (11). The most widely used accuracy values in classification are expressed in percentages 

(26). In addition, the AUC value can also be an evaluation metric. The assessment of model performance can be seen 

in the AUC (Area Under the Curve) because of its assessment on different classification parameters (28). 

The penalized regression algorithm is an improvement or refinement of the Logistic Regression (LR) algorithm 

that allows handling complex regression problems by providing greater accuracy (29). One of the prominent 

penalized regression algorithms is LASSO regression (11). The LASSO (Least Absolute Shrinkage and Selection 

Operator) regression serves as a variable selection method. The LASSO regression can eliminate the slightest vital 

factors by driving their coefficients to zero so that it can not only improve classification accuracy, but can make 

interpretation of the prediction model easier (30). In a study in East India, LASSO accuracy was found to be above 

64%, which means that it is acceptable and efficient in analyzing and drawing conclusions from demographic data. 

Important factors that can predict anemia in children aged 6 - 59 months are maternal anemia status, child age, social 

status, mother's age, mother's education, and religion (11). 

The XGboost (Extreme Gradient Boosting) algorithm belongs to ensemble learning, which is an algorithm that 

combines predictions from multiple models to improve results. XGboost is based on a boosting technique which 

combines the results of weak learners sequentially (31). In research (13), XGboost can be implemented because it 

has the best performance with 100% accuracy and execution time of 0.2404 seconds. In this prediction model, 

predictors such as gender, hemoglobin, MCV, MCH, MCHC were found. Prediction models using the XGboost 

algorithm can be precise and fast in generating predictors. 

Catboost algorithm with class decomposition belongs to ensemble learning that works with categorical data 

and uses gradient improvement. Research on pregnant women in Ethiopia found Catboost performance better in 

predicting the level of anemia in pregnant women with 97.6% accuracy with important factors that can predict anemia 

in pregnant women in the form of respondent’s occupation, source of drinking water, duration of current pregnancy, 

history of contraceptive use, several household members and age in five years group (14). 

Random Forest algorithm is a collection of decision trees with the purpose of classification, regression, and 

dimension reduction that can be used with large amounts of data. Research on anemia prediction in men and women 

in India obtained Random Forest accuracy of 95.49% with parameters in anemia prediction, namely age, sex, red 

blood cells (RBCs), TLC, packed cell volume (PCV), hemoglobin, MCH, RDW, PLT, and MCHC (15). While a 

study on adolescent girls in Ethiopia, the accuracy of Random Forest was 72% in predicting anemia with the main 

predictors, namely not used contraceptive method, region, religion, poor wealth index, having more than 5 family 

size, unimproved toilet facility, no media exposure, no formal education, occupation, age, and rural residence (4). 

The J48 algorithm is an implementation of the C4.5 algorithm that generates a Decision Tree (DT) with the 

aim of separating objects. Tree or decision tree is widely known as a part of Graph and Tree itself is a connected 

undirected graph, and does not contain circuits (32). Research on Geriatric patients in Turkey found that the accuracy 

of J48 algorithm was 97.7% in predicting anemia. Predictors of anemia in Geriatric patients in Turkey, namely 

weight, alcohol use, body mass index, muscle mass, and parameters that reveal the loss of strength and movement 

due to aging, eating attitude test, swallowing function test, timed up and go test, instrumental living activity score, 

walking speed and hand strength, height, smoking use, and calf circumference (16).  

The Logistic Regression (LR) algorithm is a simple method of analyzing binary data where the output is 

formed as a probability of belonging to a particular class (13). Research on children aged 6 - 59 months in Ethiopia 

used the Logistic Regression (LR) algorithm with an accuracy value of 66%, this value is better than other algorithms. 

Predictors of anemia in children aged 6 - 59 months, namely stunting, uneducated mother, child age category between 

six and 23 months, unemployed mother, and poorest family (17). While (10) also conducted a study on children 

under 5 years old in Ethiopia found different predictors of anemia, namely mothers’ wealth index, number of children, 

mother’s educational status, health insurance coverage, receiving rotavirus vaccine, youngest child’s stool disposal, 

type of cooking fuel, residence, number of family members, and, distance to health facilities. This difference is due 

to the different prediction models used. Research (10) used the Boruta algorithm. The Boruta algorithm is a technique 

that contains a randomized forest classifier algorithm and is highly selective in choosing the variable (27). 

The linear SVM (Support Vector Machine) algorithm is an algorithm for classifying data with small sample 

sizes and good accuracy. Research on premenopausal women 12 months after sleeve gastrectomy in China using 

linear SVM algorithm, AUC value 79.9% with anemia predictors age, preoperative ferritin, FCP (Fasting C-Peptide) 

hemoglobin, and Creatinine (18). 
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Limitations to this study in terms of English language articles and the type of data used in the articles that have 

been used, such as secondary data or demographic data or survey data or health records in predicting anemia. Articles 

using medical images were not included in this study. 

 

CONCLUSION  

Machine learning can assist the development of anemia prediction models by exploring large amounts of data 

and generating precise and fast predictors. The predictors obtained are determined by the selection of algorithms in 

the study. Machine learning can also be implemented into anemia screening programs. Risk prediction, early 

discovery, diagnosis, and appropriate treatment of anemia are needed to reduce its impact on public health. 

 

SUGGESTION 

Suggestions for future researchers on the adaptability of anemia prediction models for other demographics or 

countries, as well as comparative studies between machine learning and traditional statistical methods for anemia 

prediction. 
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